Systems and methods offer an efficient approach to computing similarity rankings in bipartite graphs. An example system includes at least one processor and memory storing a bipartite graph having a first set and a second set of nodes, with nodes in the first set being connected to nodes in the second set by edges. The memory also stores instructions that, when executed by the at least one processor, cause the system to assign each node in the second set to one of a plurality of categories and, for each of the plurality of categories, generate a subgraph. The subgraph comprises of a subset of nodes in the first set and edges linking the nodes in the subset, where the nodes in the subset are selected based on connection to a node in the second set that is assigned to the category. The system uses the subgraph to respond to queries.
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Partition a second set of nodes in a bipartite graph having a first set of nodes and the second set of nodes into a set of disjoint categories.

Generate a weighted category subgraph for each category in the set of disjoint categories, a subgraph including at least two nodes in the first set of nodes joined by a weighted edge.

Store the weighted category subgraphs

Receive an indication of a particular node in the first set and one or more categories from the set of disjoint categories from a query

Generate similarity rankings between the particular node and second nodes in the first set by applying an aggregation operator to the weighted subgraphs for the one or more categories

Provide the similarity rankings for the second nodes

End

FIG. 2
EFFICIENT SIMILARITY RANKING FOR BIPARTITE GRAPHS

RELATED APPLICATIONS

[0001] This application claims priority to U.S. Provisional Application Ser. No. 61/934,440, filed Jan. 31, 2014, entitled “EFFICIENT SIMILARITY RANKING FOR A BIPARTITE GRAPH,” the disclosure of which is incorporated herein by reference.

BACKGROUND

[0002] Large data graphs store data and rules that describe knowledge about the data in a form that provides for deductive reasoning. Data graphs can be bipartite, meaning that the nodes in the graph can be divided into two disjoint sets, with all edges going between the two sets. Bipartite graphs can be generated for use in web usage mining, which extracts implicit knowledge from data that captures user interactions with the web. For example, a bipartite graph may be generated with one set of nodes representing people or organizations and the other set of nodes representing actions, interests, etc., relevant to the people or organizations. For instance, a bipartite graph may have advertisers in one set of nodes and queries in another set of nodes, where an advertiser is connected to a query when their ad has been shown in response to the query. The edges connecting the first set of nodes to the second set of nodes can be weighted, or each edge may be counted the same. Bipartite graphs are commonly lopsided, with many more nodes in one set than the other. Such graphs may also be very large. For example, the advertising graph may have billions of queries but only millions of advertisers.

[0003] Bipartite graphs can be used in data mining, for example to detect interesting patterns and connections between nodes of one type and nodes of another type, for example between users and other actors. Users or other actors may represent one set of nodes and items representing data collected from search records or application logs may be the second set of nodes. Actors in such a graph are connected to items that describe their web usage patterns. Often the items can be put into categories that generalize the actions. Determining which actors are similar to other actors, e.g., computing a similarity ranking between one actor and another actor, is a desirable tool for web mining. Targeted similarity, or determining which actors are similar to other actors within a category or a subset of categories, can also be important, especially for advertising, social media, retail, and the like, to personalize services in a more effective way. Similarity rankings can be used, for example, to identify a competing advertiser, to suggest related queries for an advertiser, to find people with similar interests, etc. Computing similarity rankings, however, is challenging in a large graph due to the sheer amount of data.

SUMMARY

[0004] Some implementations provide an efficient approach to computing similarity rankings in bipartite graphs using various similarity metrics. The approach is based on a reduction operator that reduces the bipartite graph into multiple subgraphs, and an aggregation operator for aggregating two or more of the subgraphs and determining similarity rankings for a specified node. For a bipartite graph with A nodes and B nodes the system may assign each B node to a category, where the categories are disjoint. Thus, each node in the B nodes is assigned to one category. The system may then generate a subgraph for each category using a reduction operation. The reduction operation outputs, for each category in isolation, a compact representation of the information used to compute the similarity rankings in that category. The nodes in the subgraph are A nodes from the bipartite graph connected to each other by a weighted edge. The weight of the edge is determined by a similarity metric. Two A nodes connected by an edge in the subgraph indicates they each connect to the same B node in the bipartite graph, the B node being assigned to the category for the subgraph. Because the subgraph eliminates the B nodes, the size of a subgraph is bounded by the quantity of A nodes. The subgraphs may be generated in a batch mode or off-line, and stored, so they are available to generate real-time similarity rankings in response to a query. When a query identifies a particular A node and a subset of the categories, the system may aggregate the subgraphs for the identified subset of categories, determining a similarity ranking for other A nodes to the particular A node identified in the query. Like the reduction operation, the aggregation operation is dependent on the similarity metric used in generating the subgraphs.

[0005] In one aspect, a computer system includes at least one processor and memory storing a bipartite graph having a first set of nodes and a second set of nodes, nodes in the first set being connected to nodes in the second set by edges. The memory also stores instructions that, when executed by the at least one processor, cause the system to assign each node in the second set to one of a plurality of categories and, for each of the plurality of categories, generate a subgraph. The subgraph may include a subset of nodes in the first set and edges linking the nodes in the subset, where the nodes in the subset are selected based on connection to a node in the second set that is assigned to the category. The system may store the subgraph in the memory.

[0006] In another aspect, a method includes determining, using at least one processor, that a first node in a first set of nodes in a bipartite graph is linked to a second node in a second set of nodes in the bipartite graph, determining, using at least one processor, that a third node in the first set of nodes is linked to the second node in the bipartite graph, and generating, in a subgraph, a link between the first node and the third node, the link having a weight determined by a similarity metric. The method also includes repeating the determining and generating for other nodes in the first set of nodes, so that the subgraph includes nodes in the first set linked to each other and storing the subgraph in a memory.

[0007] In another aspect, a method includes storing a bipartite graph comprising a first set of nodes and a second set of nodes, the first set and the second set being disjoint sets and, prior to receiving a query, generating subgraphs of the bipartite graph comprising nodes of the first set such that a similarity function computed on the bipartite graph would have the same result as a similarity function computed on the subgraphs. The method may also include receiving the query, which identifies a particular node from the first set of nodes, aggregating two or more of the subgraphs to determine other first nodes most similar to the particular first node, and using one or more of the other first nodes for responding to the query.

[0008] In another aspect, a non-transitory computer-readable medium may include instructions executable by at least one processor that cause a computer system to perform one or more of the methods described above.
One or more of the implementations of the subject matter described herein can be implemented so as to realize one or more of the following advantages. As one example, the method allows real-time similarity rankings to be computed on large, unbalanced bipartite graphs. Implementations precompute the minimum amount of information needed to answer on-the-fly a personalized similarity ranking on a specific subset of categories. Implementations are also flexible, offering a variety of similarity metrics to be used in the calculation of similarity ranking.

The details of one or more implementations are set forth in the accompanying drawings and the description below. Other features will be apparent from the description and drawings, and from the claims.

FIG. 1 illustrates an example system in accordance with the disclosed subject matter.

FIG. 2 illustrates a flow diagram of an example process for efficiently determining similarity rankings in a large bipartite graph, in accordance with an implementation.

FIG. 3 illustrates an example of a bipartite graph, in accordance with an implementation.

FIG. 4 illustrates an example of subgraphs for the bipartite graph of FIG. 3 generated by a reduction operator, in accordance with an implementation.

FIG. 5 illustrates weighted edges in one of the subgraphs of FIG. 4 for various similarity metrics, in accordance with implementations.

FIG. 6 illustrates an example of a bipartite graph with weighted edges and a subgraph generated using a reduction operation for Personal PageRank similarity, according to an implementation.

FIG. 7 shows an example of a computer device that can be used to implement the described techniques.

FIG. 8 shows an example of a distributed computer device that can be used to implement the described techniques.

Like reference symbols in the various drawings indicate like elements.

FIG. 1 is a block diagram of a graph system in accordance with an example implementation. The system 100 may be used to efficiently determine similarity rankings in a bipartite graph. While the system 100 can be used to find similarity rankings between nodes in any bipartite graph, the system 100 is especially useful for large, lopsided bipartite graphs as the processing time to calculate similarity rankings in such graphs is cost- and time-prohibitive. A lopsided bipartite graph is a bipartite graph where one set of nodes (e.g., the actors) are an order of magnitude smaller than the other set of nodes (e.g., the items). In large bipartite graphs, the smaller set of nodes may be several orders of magnitude smaller, for example 1000 times smaller than the larger set of nodes. Such large graphs may include billions of nodes.

The graph system 100 may be a computing device or devices that take the form of a number of different devices. For example the system 100 may be a standard server, a group of such servers, a client-server system, or a rack server system. In addition, the system 100 may be implemented in a personal computer, for example a laptop computer. The graph system 100 may be an example of computer device 700, as depicted in FIG. 7, or computer device 800, as depicted in FIG. 8.

The graph system 100 may include a bipartite graph 140. The bipartite graph 140 can be a directed edge-labeled graph. Such a data graph stores nodes and edges. The nodes in the data graph can be divided into two disjoint sets. In some implementations the first set represents actors and the other set represents items. While the bipartite graph 140 is described as having actor nodes and item nodes for ease in discussing to the two sets of nodes, it is understood that implementations are not limited to bipartite graphs with actor nodes and item nodes. The system 100 may operate on any bipartite graph regardless of the types of nodes. The bipartite graph 140 can be described using the notation G=(AUB, E) where G is the bipartite graph, A is the set of actor nodes, B is the set of item nodes, and E is the set of edges connecting actor nodes to item nodes. In the bipartite graph 140 nodes in the first set (e.g., the actors or A nodes) are connected to nodes in the second set (e.g., the items or B nodes) via the edges. In some implementations, the item nodes are assigned to a category. For example, the items may represent queries and each query may be assigned to a market segment in an advertising platform. The categories are disjoint, so that each item node is assigned to one category. The set of categories may be represented by C such that (C_1, C_2, ..., C_m) C and C_i is the subset of B nodes that are assigned to C_i. Graph 300 of FIG. 3 illustrates an example of a small bipartite graph. The graph 300 includes actor nodes a-e and item nodes 1-5. Item nodes 1-5 are assigned to one of three categories, category 305, category 310, and category 315. It is understood that the two sets of nodes may represent groups other than actors and items. In some implementations, the edges between nodes in the first set and nodes in the second set can be weighted. In some implementations, bipartite graph 140 may be stored in an external storage device accessible from system 100. In some implementations, the bipartite graph 140 may be distributed across multiple storage devices and/or multiple computing devices, for example multiple servers. In such a distributed graph the system may use MapReduce or a similar model for performing computations on the graph.

Although not shown in FIG. 1, the graph system 100 can include one or more processors (e.g., silicon-based hardware processors) configured to execute one or more machine executable instructions or pieces of software, firmware, or a combination thereof. The graph system 100 can also include an operating system and one or more computer memories, for example, a main memory, configured to store one or more pieces of data, either temporarily, permanently, semi-permanently, or a combination thereof. The memory may include any type of storage device that stores information in a format that can be read and/or executed by the one or more processors. The memory may include volatile memory, non-volatile memory, or a combination thereof, and store modules that, when executed by the one or more processors, perform certain operations. In some implementations, the modules may be stored in an external storage device and loaded into the memory of system 100.

The modules may include a similarity ranking engine 110. The similarity ranking engine 110 may oversee the creation of weighted category subgraphs 150 and the generation of responses to queries. In some implementations the similarity ranking engine 110 may include a reduction engine 112. The reduction engine 112 may operate in an
off-line or batch mode to generate the weighted category subgraphs 150 from the bipartite graph 140. The reduction engine 112 may take as input the bipartite graph 140 and generate as output a subgraph 150 for each category in the set of categories C. Thus, using the example above, the reduction engine 112 may generate one subgraph for each market segment. In some implementations, the reduction engine 112 may be configured to output one set of weighted category subgraphs 150 for each of a number of similarity metrics. In some implementations the reduction engine 112 may include various versions and the version invoked determines the similarity metric used to generate the subgraphs 150. Thus, it is understood that weighted category subgraphs 150 may include multiple versions of subgraphs 150, one for each similarity metric. For example, subgraphs 150 may include one set of subgraphs for a Neighborhood Intersection similarity metric and another set of subgraphs for a Personalized PageRank similarity metric, as one example. Both sets may be generated from the same input, e.g., bipartite graph 140.

[0025] The weighted category subgraphs 150 are graphs generated by a reduction operation on bipartite graph 140. Subgraphs 150 include nodes of one type from the bipartite graph 140. For example, subgraphs 150 may include only actor nodes. A subgraph may be thus represented by the notation G = G[A UC]. Thus, each subgraph may be for actor nodes connected to common item nodes assigned to one specific category. Thus, actor nodes included in a subgraph for a particular category are connected in the bipartite graph to at least one item node that is assigned to the category. In some implementations, the subgraph may be generated using large scale computations in MapReduce due to the size of the bipartite graph. An edge connecting two actor nodes in the subgraph indicate that the two actor nodes were connected to the same item node in the bipartite graph. The system assigns a weight to the edge based on a similarity function. The similarity function is determined based on the similarity metric. The subgraphs may be generated such that a similarity function computed on the bipartite graph G, e.g., sim( ), and a new similarity function computed on the subgraphs, e.g., sim* , produce the same results. In other words, for all x, y ∈ A, sim(x, y, G) = sim*(x, y, G). A similarity ranking is obtained by sorting in decreasing order of sim*(x, y) the nodes on the A side. Once generated, the weighted category subgraphs 150 may be stored in non-volatile memory so that they may be subsequently accessed and used to calculate a similarity ranking for a particular node in response to a query.

[0026] The similarity ranking engine 110 may also include an aggregation engine 114. The aggregation engine 114 may aggregate one or more subgraphs to determine actor nodes in the bipartite graph 140 that are similar to a given actor node. The aggregation engine 114 may take as input the subgraphs 150 for a particular similarity metric and a specified actor node and produce as output a set of actor nodes ranked by their similarity to the specified actor node. For example, given an arbitrary subset of categories D = {C1, C2, ..., Cn} and a particular node a ∈ A the system may compute similarity ranking simm(·, G) where G = G[A UC1 U ... U Cn]. In some implementations the aggregation engine 114 may also take as input a similarity metric to be used and may select a set of subgraphs corresponding to the similarity metric. In some implementations the aggregation engine 114 may include various versions, one for each similarity metric and the version invoked determines the similarity metric used.

[0027] In some implementations, the similarity ranking engine 110 may also include a search engine (not shown). The search engine may receive queries, identify an actor node and one or more categories from the query and use the aggregation engine 114 to determine actor nodes most similar to the actor node from the query within the provided categories. The search engine may use the most similar nodes in generating a search result from the bipartite graph 140. For example, if an actor node b is found to be similar to the actor node a identified in a query, the search engine may find item nodes from the bipartite graph that are related to b and not a and suggest those items for a in a search result. In some implementations, the search engine may provide the search result to another search engine or other module for combination with search results from other sources.

[0028] Graph system 100 may be in communication with client(s) 180 over network 160. Clients 180 may allow a user to submit queries to the similarity ranking engine 110, to maintain bipartite graph 140, to schedule creation of weighted category subgraphs 150, etc. Network 160 may be, for example, the Internet, or the network 160 can be a wired or wireless local area network (LAN), wide area network (WAN), etc., implemented using, for example, gateway devices, bridges, switches, and/or so forth. Via the network 160, the graph system 100 may communicate with and transmit data to/from clients 180. In some implementations, graph system 100 may be in communication with or include other computing devices that provide updates to the bipartite graph 140. For example, graph system 100 may include or be in communication with a computing device that generates entries for bipartite graph 140 from, for example, search records. The graph system 100 represents one example configuration and implementations may incorporate other configurations. For example, elements of the similarity ranking engine 110 may be distributed across different computing devices. For example, the elements of the similarity ranking engine 110 may be distributed across a client computing device and one or more servers that store the bipartite graph 140.

[0029] FIG. 2 illustrates a flow diagram of an example process 200 for efficiently determining similarity rankings in a large bipartite graph, in accordance with an implementation. Process 200 may be performed by a graph system, such as system 100 of FIG. 1. Process 200 may include two operations. The first operation, a reduction operation, may be performed in an off-line or batch manner to generate the weighted category subgraphs. Steps 205 to 215 represent the reduction operation. The system may perform a second operation, an aggregation operation, in real-time to generate similarity rankings for actors nodes in response to a query. Steps 220 to 230 represent the aggregation operation. While the operations are independent of each other, the system must have performed the reduction operation at least once before the system may perform the aggregation operation.

[0030] The system performs process 200 on a bipartite graph that has a first set of nodes (e.g., actor nodes) and a second set of nodes (e.g., item nodes). As indicated above, nodes in the first set are labeled actor nodes and nodes in the second set are labeled item nodes for ease of discussion, and process 200 is not limited to nodes characterized in this particular manner. Process 200 begins with the system partitioning the item nodes into a set of disjoint categories (205). In other words, each node in the item nodes is assigned to one of a plurality of categories. Assignment may be performed via...
an attribute of the item node, or by a labeling function defined on the item nodes, for example. The system may then select a category from among the plurality of categories and generate a subgraph for the category, the subgraph including actor nodes only (210). Actor nodes included in the subgraph are actor nodes that are connected in the bipartite graph to item nodes assigned to the category. An actor node that is connected in the subgraph to another actor node represents the fact that both actor nodes are connected in the bipartite graph to the same item node. The weight of the edge between the two nodes in the subgraph represents a result from a similarity function for the nodes.

[0031] The system may repeat the generation of a subgraph for each category in the plurality of categories. Thus, the output of step 210 is a set of subgraphs, one for each category. The system may store the generated subgraphs (215) in a non-volatile memory for later access. In some implementations, the subgraphs may be stored on separate computing devices, or on logical partitions of a computing device, especially when the bipartite graph is very large. Steps 205 to 215 may be repeated periodically, for example daily or weekly, to account for changes to the bipartite graph. In some implementations the reduction operation may be performed as a last step in a batch process that adds additional nodes to the bipartite graph. For example, a process may extract information from search records to generate additional item nodes and connections between the nodes, and the reduction operation may be performed after such modifications are made.

[0032] Once a set of subgraphs has been generated, the system may receive a query that includes an indication of a particular actor node and one or more categories (220). In response to the query the system may generate similarity rankings for other actor nodes. In other words, the query may be a request to compute similarity rankings for the particular actor node within specified categories. The system may generate the similarity rankings by aggregating the subgraphs that correspond to the categories indicated in the query (225). A similarity ranking is a value assigned to one of the actor nodes that is not the actor node indicated in the query. The value represents a similarity metric between the two nodes based on the given parameters (e.g., the categories specified in the query). The similarity metric is the same metric used to generate the subgraphs. The system may provide the similarity rankings for the other actor nodes (230) as a response to the query. In some implementations, the similarity rankings may be used by another process to generate a search result. In some implementations, the rankings themselves may be provided as the result. Steps 220 to 230 may be repeated as needed to respond to queries.

[0033] An example of the reduction operation and aggregation operations follows, using an example bipartite graph 300 as illustrated in FIG. 3. The graph 300 includes actor nodes a-e and item nodes 1-5. The item nodes are assigned to one of three categories. For example, item nodes 1 and 2 are assigned to category 305, item node 3 is assigned to category 310, and item nodes 4 and 5 are assigned to category 315. When the system performs a reduction operation on the graph 300, three subgraphs are generated. Each subgraph corresponds to one of the three categories. FIG. 4 illustrates the three subgraphs generated by the system. Subgraph 405 corresponds to category 305 and includes actor nodes a, b, and d because these actor nodes are connected in graph 300 to item nodes 1 and/or 2, which are assigned to category 305. Subgraph 410 corresponds to category 310 and includes actor nodes a, b, and c because these nodes are connected to item node 3 in the graph 300. Subgraph 415 corresponds to category 315 and includes actor nodes b, c, d, and e because these nodes are connected to item nodes 4 and/or 5 in the graph 300, and item nodes 4 and 5 are assigned to category 315. Nodes a and d are connected to each other in subgraph 405 because both connect to item node 1 in graph 300. Actor nodes b and d are connected to each other because each is connected to item node 2 in the graph 300. Actor nodes a and b are not connected in subgraph 405 by an edge because a and b do not share a common item node that is assigned to category 305. Similarly, in subgraph 415 nodes b and c are not connected by an edge because they do not share an item node assigned to category 315 in graph 300. Actor nodes b and c are connected in subgraph 410 because each is connected to item node 3, which is assigned to category 310.

[0034] As discussed above, the edges in the subgraphs are weighted edges. The value of the edge is dependent on the similarity metric used to generate the subgraph. Any of various known similarity metrics may be used. Examples of similarity metrics are presented below. Given these examples, implementations may be modified to accommodate other similarity metrics in a similar manner.

[0035] FIG. 5 illustrates the subgraph 405 when generated using various similarity metrics. Subgraph 405(A) represents a common neighbors weighted subgraph, which can be used with a Neighborhood Intersection similarity metric or a Katz similarity metric. The weight of the edges in subgraph 405(A) represents the quantity of item nodes in category 305 that are common to the two actor nodes linked by the edge. Thus, because actor nodes a and d are both linked to item node 2, the weight of the edge between a and d in subgraph 405(A) is 1. Similarly, the weight of the edge between b and d in subgraph 405(A) is 1 because each is linked to item node 1 in graph 300.

[0036] In a Neighborhood Intersection metric, the similarity function (e.g., how similar is node y to node x) is described as INT(y, x) = |N(x) ∩ N(y)| where N(x) is the neighborhood of x in the bipartite graph G (e.g., N(x) = {x ∈ E}). With the weight of an edge in the subgraph set to the number of common neighbors, the new similarity function for the subgraphs can be expressed as INT*(y, x) = w(x, y). To aggregate subgraphs of selected categories, the system adds the weighted edges that connect two nodes in the various subgraphs. This can be represented by

\[ INT_{*}(y, x') = \sum_{x \in X} INT(x, y) = \sum_{x \in X} INT_{*}(x, y) \]

where G' = G[A \cup C_1 \cup \ldots \cup C_n], G = G[A \cup C_1] and G' is the graph obtained by running the reduction operation on G.

[0037] For a Katz similarity metric the similarity function for the bipartite graph can be expressed as

\[ KATZ_{*}(x, y) = \sum_{i=0}^{\infty} \beta^i P_G(x, y, i) \]

with P_G(x, y, i) defined as the set of distinct paths of length i between x and y in graph G. Because the length of any path between any two actor nodes is always even in a bipartite graph, the common neighbor weight represents paths with a
length of 2. Furthermore, because all paths between actor nodes are even, the new similarity measure can be defined as

\[ \text{KATZ}_{G_2}(y) = \sum_{i=1}^{n} \beta_i \left( \sum_{c \in \mathcal{P}(G_2, i)} \left( \prod_{e \in c} w(e) \right) \right) \]

[0038] To aggregate subgraphs of selected categories, the system may limit similarity to path lengths of 4 (e.g., \(l^4\)) because computation of paths of infinite length is impractical. Paths of length 2 are always in a single subgraph. But paths of 4 are not necessarily within one category (e.g., one subgraph, represented by \(G_{ij}\)). For example, node e of graph 300 in FIG. 3 is connected to node c by a path length of 4, but the path from e to b falls in category 315 and the path from b to c falls in category 310. Thus, the system split the length 4 paths into intra-category paths (e.g., path from a to b via d in category 305 and inter-category paths (e.g., path from c to e via d). Assuming path lengths of two and four, the aggregation of two or more subgraphs (e.g., subgraphs in the set D) may be expressed as:

\[ \text{KATZ}_{G_4}(y) = \beta^2 \sum_{c, d \in \mathcal{P}(G_4, i)} w_{G_4}(c, d) \left( \sum_{e \in c} \sum_{e' \in d} \left( \prod_{e \in c} w(e) \right) \right) \]

\[ + \beta \sum_{c, d \in \mathcal{P}(G_4, i)} \sum_{c, d \in \mathcal{P}(G_4, i)} \left( \prod_{e \in c} w(e) \right) \]

\[ + \beta^4 \sum_{c, d, e, f \in \mathcal{P}(G_4, i)} \sum_{c, d, e, f \in \mathcal{P}(G_4, i)} w_{G_4}(c, d, e, f) \]

for actor nodes \(x, y\).

[0039] Subgraph 405(B) represents a weighted subgraph for a Jaccard coefficient similarity metric. A Jaccard coefficient is defined as the ratio between the intersection of the neighborhood of node \(x\), and node \(y\) and the union of the neighborhoods. In other words,

\[ J_{\text{Adar}}(y) = \frac{|N(x) \cap N(y)|}{|N(x) \cup N(y)|} \]

in the bipartite graph \(G\). Accordingly, the weight of an edge in subgraph 405(B) includes a first component and a second component. The first component is the weight for the number of common neighbors, described above with regard to subgraph 405(A). The second component represents the quantity of item nodes in the union of the neighborhoods of the actor nodes. In other words, the total number of item nodes assigned to category 305 that either actor node links to in the bipartite graph. Thus, subgraph 405(B) has \(\{1, 2\}\) as the weight between actor nodes a and d. The first component, 1, represents the neighbor intersection, while the second component, 2, represents the neighbor union. 2 is the second component between a and d because a and d link to item node 2 in the graph 300, but d also links to item node 1. Thus two item nodes are in the combined neighborhood. With the weight of the edge defined this way, the new similarity measure can be defined as

\[ J_{\text{Adar}}(y) = \frac{|w(x, y)|}{|w(x) \cup w(y)|} \]

[0040] The aggregation operation for a Jaccard coefficient may be implemented in two steps. To compute the similarity between nodes \(x\) and \(y\), the system may, in the first step, sum the first components of the edges between nodes \(x\) and \(y\) from the desired subgraphs. In the second step, the system may divide the sum of the first components by the sum of the second components. The result of the division is the value that represents the similarity ranking for node \(y\) given node \(x\).

[0041] Subgraph 405(C) represents a weighted subgraph for an Adamic-Adar similarity metric. The Adamic-Adar similarity can be described as

\[ A_{\text{Adar}}(y) = \sum_{c \in N(y) \cap N(x)} \frac{1}{\log |N(c)|} \]

[0042] Thus, the weight of an edge connecting two actor nodes in an Adamic-Adar similarity subgraph is equal to the sum of the inverse logarithm of the number of edges leading out of the common item nodes in the bipartite graph. In the bipartite graph 300 of FIG. 3, nodes a and d share one common neighbor, item node 1. Item node 1 has two edges, making the weight of the edge between a and d

\[ \frac{1}{\log(2)} \]

or 3.322. With the weight of the edge calculated this way, the new similarity function for the subgraph then becomes \(A_{\text{Adar}} = w(x, y)\). The aggregation operation for Adamic-Adar similarity metric is the sum of the weighted edges between two give nodes. Thus, for example, adding the edges connecting node \(x\) and node \(y\) in various subgraphs provides the similarity ranking for node \(y\) with regard to node \(x\).

[0043] FIG. 6 illustrates a weighted bipartite graph 300'. As illustrated, each edge between the actor nodes and the item nodes has a weight \(w\). In some implementations, all edges may have the same weight, for example a weight of 1. Subgraph 405(D) of FIG. 6 represents a weighted subgraph for a Personalized PageRank similarity (PPR). The similarity function for the bipartite graph \(G\) (e.g., graph 300) may be expressed as \(\text{PPR}(G, \alpha, \alpha, x) = \text{PPR}(G, \alpha, \alpha, x)\) where \(x \in \mathcal{N}(n)\) and \(\alpha \in (0, 1)\) and \(\text{PPR}(G, \alpha, \alpha, x)\) is defined as the vector presenting the stationary distribution of the following random walk in \(G\). The walk starts at node \(x\). At each step, if the walk is in node \(n\), with probability \(a\) it jumps to node \(x\), otherwise it moves to \(n\) with the ordinary random walk transition probability

\[ p(n, x) = \frac{w(n, x)}{\sum_{y \in \mathcal{N}(n)} w(n, y)} \]

The weight of the edge in the subgraph 405(D) thus represents the 2-step ordinary random walk transition probabilities. This may be represented by
\[ w(x, y) = \sum_{z \in N(y) \cap N(x)} p(x, z)p(z, y) \]

In other words, the weight is the sum of the probability of getting from actor node \( x \) to actor node \( y \) through item node \( z \). The weights of the edges between \( x \) and \( y \) and between \( x \) and \( z \) in the bipartite graph affect this probability. For example, the weight of the edge between actor node \( a \) in graph \( 300' \) and item node \( 1 \) is 1. Actor node \( a \) also has a weighted edge of 5 to item node \( 3 \). Thus, the probability of getting from \( a \) to 1 (e.g., \( p(a, 1) \)) is

\[ \frac{1}{1 + 5} \]

or 0.1667. The probability of getting from item node 1 to actor node \( d \) (e.g., \( p(1, d) \)) is

\[ \frac{1}{1 + 1} \]

or 0.5. Thus, the 2-step ordinary random walk transition probability for going from \( a \) to \( d \) is 0.1667 * 0.5 or 0.0833. Because node 1 is the only node in the intersection of nodes \( a \) and \( d \), the weight of the edge in the subgraph \( 405(D) \) between \( a \) and \( d \) is 0.0833. The probability of getting from \( b \) to node 2 in graph \( 300' \) is

\[ \frac{2}{2 + 2 + 3} \]

or 0.1538 while the probability of getting from item node 2 to actor node \( d \) is

\[ \frac{2}{2 + 2} \]

or 0.5. Thus, the 2-step ordinary random walk transition probability for going from \( b \) to \( d \) is 0.5 * 0.1538 or 0.0769, and this is the weight of the edge between \( b \) and \( d \) in subgraph \( 405(D) \). The new similarity function for the PPR subgraphs can be expressed as

\[ \text{PPR}_{x,z} = \frac{1}{2 - \alpha} \text{PPR}(\hat{G}, \alpha, \alpha^2, x) \]

because in a 2-step PPR walk the probability of not jumping is \((1 - \alpha^2)\) and the probability of restarting is \(2\alpha - \alpha^2\). Hence, the PPR stationary distribution conditioned on the fact that the random walk is on a node in the \( A \) (or actor) nodes is PPR(G, \(2\alpha - \alpha^2\), x) and to get to the correct distribution the system can multiply this distribution by the probability of always being in the \( A \) side, or in a bipartite graph.

To aggregate two or more subgraphs for a PPR similarity metric the system may use an iterative method that alternates a step of one on the entire graph and a step on the subgraph. The iterative method works because we have the random walk stationary distributions on the subgraphs.

More specifically, the definition of the aggregation operation for the PPR similarity metric benefits from additional information on the structure of the bipartite graph. For example, the system may define for any given \( x \in A \) and a category \( C \in C \), the system may define \( \text{U}_i(C) = \sum_{x \in \text{NC}(x)} w(x, y) \). The system may also define for any given \( x \in A \) and category \( C \in C \), let \( f(x, C, \text{U}) \) be the probability of reaching any node in \( C \) after performing a 3-step standard random walk, in the bipartite graph \( \text{G}(A \cup B, E) \), starting from the node \( x \) and conditioned to the fact that the first step ends in a node in \( C \).

Notice that both information can be efficiently pre-computed in MapReduce with at most 3 MapReductions. So, the real-time aggregate operator can posses such values. In some implementations, the definition of the aggregation operation for PPR similarity may build on the iterative aggregation-disaggregation algorithm of Koury et al., “Iterative methods for computing stationary distributions of nearly completely decomposable markov chains.” SIAM Journal on Algebraic Discrete Methods, 5(2):164-186, 1984.

The main idea behind this algorithm is the following. Consider a Markov chain whose states are partitioned into a family of disjoint sets \( S_1, S_2, \ldots, S_m \) and suppose to have an initial approximation \( \pi^0 \) for the stationary distribution. Let \( \pi_i \) be the subvector of \( \pi \) with only values in \( S_i \).

Consider the exc transition matrix \( T \) between subsets, i.e., the matrix where is the probability of moving between \( S_i \) and \( S_j \) at stationary. Koury et al. show that based on an approximation of the stochastic matrix \( T \) we can obtain an improved approximation of the actual stationary distribution of the system by a linear combination of the vectors \( \pi_i \), whose weights are based on the stationary distribution of \( T \).

This operation can repeated an arbitrary quantity of times (after applying at the end of each step some simple matrix operations to avoid the algorithm from being trapped in fixed point) and under certain assumptions on the Markov chain described in details in Koury et al., the algorithm converges in the limit to the exact stationary distribution.

While a very powerful technique, there are a few key algorithmic challenges that the system must overcome to apply this method to the aggregation operation. First of all, in order to approximate the ranking on the subgraph \( G[A \cup C_1], \ldots, G[A \cup C_p] \), the system needs to aggregate the stationary distributions on subsets of nodes \( G[A \cup C_1], \ldots, G[A \cup C_p] \) that are not disjoint. Because of this, the system cannot apply directly the results in the Markov chain state aggregation theory (see, for example, Meyer, “Stochastic complementation, uncoupling Markov chains, and the theory of nearly reducible systems.” SIAM review, 31(2):240-272, 1989) as they rely on the disjointness of the sets of states aggregated. Second, the aggregate operation is implemented as a real-time algorithm, which means that all the computations depending on the actual classes \( C_1, \ldots, C_p \), aggregated, which are only known at the run-time, must be as efficient as possible.
The system thus defines the aggregation operation for PPR similarity to addresses both issues. The input of the aggregation operation is the node a from a query. Thus, the system has been asked to compute the PPR ranking and the set \( \pi = \text{PPR}(G_v, 2a, \alpha, c, \alpha) \) of stationary distributions (assuming that a has at least an edge in each \( C_j \) category aggregated, otherwise such distributions would be trivial with all probability in a) on the category subgraphs. The system may have precomputed \( F(\pi) \) values and \( U(\pi) \) values for the subgraphs and adjacency lists of the subgraphs.

The system may perform iteration of the aggregate operation. Each iteration of the aggregate operation may proceed as follows:

- **Compute the execution transition matrix** \( T \) using the equation:

\[
T_{ij} = (2a - \alpha^2) \left( \frac{U_i(C_j)}{U_j(C_i)} \right) + (1 - \alpha^2) \sum_{k \neq i} \pi_i(k) \frac{F(k, C_j, C_i)}{\sum_{k \neq i} F(k, C_i, C_i)}.
\]

- **Compute the stationary distribution** \( \pi(t) = (t_1, \ldots, t_n) \) of the matrix \( T \).

- **For each** \( C_j \) in \( D \) **compute**, \( \phi_j = \sum_{i=1}^{n} t_i \sum_{k \neq i} \pi_i(k) U_i^{-1}(C_j) G_j(k) \), \( \psi_j = (2a - \alpha^2) \phi_j + (1 - \alpha^2) \frac{\phi_j}{\phi_e} \) \[ 
\text{[Equation 2]} \]

- **where** \( 1_x \) **is a vector with all zeros except a 1 in position** \( x \) **(the size is assumed by the context),** \( G_j(x) \) **is the vector representing the row of node** \( x \) **in the adjacency matrix of the reduced graph** \( G \) \( \text{and } e \text{ is a vector with all ones.} \)

- **At the end of each iteration,** \( \pi \) **is fed to the algorithm as the next** \( \pi \) **vector, and the process is repeated until a convergence criteria is met or the maximum number of steps is reached. Finally in the last step of the algorithm, instead of computing Equation (2) above, the system uses the last \( \pi \) vectors to compute the approximation \( \pi(t) \) of the stationary distribution using the equations:**

\[
\phi = \sum_{i=1}^{n} \sum_{k \neq i} \pi_i(k) \left( \sum_{j \neq i} U_i(C_j) \right)^{1/2} \left( \sum_{j \neq i} U_i(C_j) \right)^{1/2} \pi_i(k) \psi_k(x)
\]

\[
x = a l_a + (1 - a^2) \frac{\pi}{\pi}.
\]

- **FIG. 7 shows an example of a generic computer device 700, which may be operated as system 100, and/or client 170 of FIG. 1, which may be used with the techniques described here. Computing device 700 is intended to represent various example forms of computing devices, such as laptops, desktops, workstations, personal digital assistants, cellular telephones, smart phones, tablets, servers, and other computing devices, including wearable devices. The components shown here, their connections and relationships, and their functions, are meant to be examples only, and are not meant to limit implementations of the inventions described and/or claimed in this document.**

- **Computing device 700 includes a processor 702, e.g., a silicon-based hardware processor, memory 704, a storage device 706, and expansion ports 710 connected via an interface 708. In some implementations, computing device 700 may include a computer network interface 744, and a GPS (Global Positioning System) receiver module 748, among other components, connected via interface 708. Device 700 may communicate wirelessly through computer network interface 744, which may include digital signal processing circuitry where necessary. Each of the components 702, 704, 706, 708, 710, 730, 740, 742, 746, and 748 may be mounted on a common motherboard or in other manners as appropriate.**

- **Processor 702 can process instructions for execution within the computing device 700, including instructions stored in the memory 704 or on the storage device 706 to display graphical information for a GUI on an external input/output device, such as display 716. Display 716 may be a monitor or a flat panel display. In some implementations, multiple processors and/or multiple buses may be used, as appropriate, along with multiple memories and types of memory. Also, multiple computing devices 700 may be connected, with each device providing portions of the necessary operations (e.g., as a server bank, a group of blade servers, or a multi-processor system).**

- **Memory 704 stores information within the computing device 700. In one implementation, the memory 704 is a volatile memory unit or units. In another implementation, the memory 704 is a non-volatile memory unit or units. The memory 704 may also be another form of computer-readable medium, such as a magnetic or optical disk. In some implementations, the memory 704 may include expansion memory provided through an expansion interface.**

- **Storage device 706 is capable of providing mass storage for the computing device 700. In one implementation, the storage device 706 may be or include a computer-readable medium, such as a floppy disk device, a hard disk device, an optical disk device, or a tape device, a flash memory or other similar solid state memory device, or an array of devices, including devices in a storage area network or other configurations. A computer program product can be tangibly embodied in such a computer-readable medium. The computer program product may also include instructions that, when executed, perform one or more methods, such as those described above. The computer- and/or machine-readable medium is a storage device such as the memory 704, the storage device 706, or memory on processor 702.**

- **The interface 708 may be a high speed controller that manages bandwidth-intensive operations for the computing device 700 or a low speed controller that manages lower bandwidth-intensive operations, or a combination of such controllers. An external interface 740 may be provided so as to enable near area communication of device 700 with other devices. In some implementations, controller 708 may be coupled to storage device 706 and expansion port 714. The expansion port, which may include various communication ports (e.g., USB, Bluetooth, Ethernet, wireless Ethernet) may be coupled to one or more input/output devices, such as a keyboard, a pointing device, a scanner, or a networking device such as a switch or router, e.g., through a network adapter.**
The computing device 700 may be implemented in a number of different forms, as shown in the figure. For example, it may be implemented as a standard server 730, or multiple times in a group of such servers. It may also be implemented as part of a rack server system. In addition, it may be implemented in a personal computer such as a laptop computer 722, or smart phone 736. An entire system may be made up of multiple computing devices 700 communicating with each other. Other configurations are possible.

FIG. 8 shows an example of a generic computer device 800, which may be system 100 of FIG. 1, which may be used with the techniques described here. Computing device 800 is intended to represent various example forms of large-scale data processing devices, such as servers, blade servers, datacenters, mainframes, and other large-scale computing devices. Computing device 800 may be a distributed system having multiple processors, possibly including network attached storage nodes, that are interconnected by one or more communication networks. The components shown here, their connections and relationships, and their functions, are meant to be examples only, and are not meant to limit implementations of the inventions described and/or claimed in this document.

Distributed computing system 800 may include any number of computing devices 880. Computing devices 880 may include a server or rack servers, mainframes, etc. communicating over a local or wide-area network, dedicated optical links, modems, bridges, routers, switches, wired or wireless networks, etc.

In some implementations, each computing device may include multiple racks. For example, computing device 880a includes multiple racks 885a-885n. Each rack may include one or more processors, such as processors 852a-852n and 862a-862n. The processors may include data processors, network attached storage devices, and other computer controlled devices. In some implementations, one processor may operate as a master processor and control the scheduling and data distribution tasks. Processors may be interconnected through one or more rack switches 885, and one or more racks may be connected through switch 878. Switch 878 may handle communications between multiple connected computing devices 800.

Each rack may include memory, such as memory 854 and memory 864, and storage, such as 856 and 866. Storage 856 and 866 may provide mass storage and may include volatile or non-volatile storage, such as network-attached disks, floppy disks, hard disks, optical disks, tapes, flash memory or other similar solid state memory devices, or an array of devices, including devices in a storage area network or other configurations. Storage 856 or 866 may be shared between multiple processors, multiple racks, or multiple computing devices and may include a computer-readable medium storing instructions executable by one or more of the processors. Memory 854 and 864 may include, e.g., volatile memory unit or units, a non-volatile memory unit or units, and/or other forms of computer-readable media, such as a magnetic or optical disks, flash memory, cache, Random Access Memory (RAM), Read Only Memory (ROM), and combinations thereof. Memory, such as memory 854 may also be shared between processors 852a-852n. Data structures, such as an index, may be stored, for example, across storage 856 and memory 854. Computing device 800 may include other components not shown, such as controllers, buses, input/output devices, communications modules, etc.

An entire system, such as system 100, may be made up of multiple computing devices 800 communicating with each other. For example, device 880a may communicate with devices 880b, 880c, and 880d, and these may collectively be known as system 100. As another example, system 100 of FIG. 1 may include one or more computing devices 800. Some of the computing devices may be located geographically close to each other, and others may be located geographically distant. The layout of system 800 is an example only and the system may take on other layouts or configurations.

In one aspect, a computer system includes at least one processor and memory storing a bipartite graph having a first set of nodes and a second set of nodes, nodes in the first set being connected to nodes in the second set by edges. The memory also stores instructions that, when executed by the at least one processor, cause the system to assign each node in the second set to one of a plurality of categories and, for each of the plurality of categories, generate a subgraph. The subgraph may include a subset of nodes in the first set and edges linking the nodes in the subset, where the nodes in the subset are selected based on connection to a node in the second set that is assigned to the category. The system may store the subgraph in the memory.

These and other aspects can include one or more of the following features. For example, the edges in the subgraphs between the nodes in the subset may be weighted, the weights being based on a similarity metric. In such an implementation, the memory may further store instructions that, when executed by the at least one processor, cause the system to receive a query including a particular node in the first set of nodes and a first category of the plurality of categories and a second category of the plurality of categories, calculate similarity rankings for at least some nodes in the first set other than the particular node by applying an aggregation function to the subgraph for the first category and the subgraph for the second category, the aggregation function being based on the similarity metric, and provide the similarity rankings in response to the query. In some implementations, calculating the similarity ranking for a certain node in the first set other than the particular node can include determining that the particular node is linked to the certain node in the subgraph for the first category by a first edge having a first weight, determining that the particular node is linked to the certain node in the subgraph for the second category by a second edge having a second weight, and combining the first weight and the second weight according to the aggregation function to calculate the similarity ranking for the certain node. In some implementations, the first weight and the second weight may each represent a quantity of common neighbors in the bipartite graph between the particular node and the certain node and combining the first weight and the second weight may be achieved by adding the first weight and the second weight. In some implementations, the similarity metric is a Jaccard coefficient and the first weight and the second weight include a first component representing a quantity of common neighbors in the bipartite graph between the particular node and the certain node, and a second component representing a quantity of nodes in a union of a neighborhood of the particular node and the certain node. Combining the first weight and the second weight in such an implementation may include dividing a sum of the first components by a sum of the second components. In some implementations, the similarity metric is an Adamic-Adar similarity and the first weight and the
second weight represents a sum of, for each common neighbor of the particular node and the certain node in the bipartite graph, an inverse of a logarithm of a quantity of edges connecting the common neighbor, and combining the first weight with the second weight includes adding the first weight to the second weight. In some implementations, the bipartite graph is a weighted bipartite graph and the similarity metric is Personalized PageRank and the first weight represents an ordinary random walk transition probability from the particular node to the certain node in the weighted bipartite graph.

As another example, an edge linking a first node in the subset and a second node in the subset indicates the first node and the second node each connect to a particular node in the second set in the bipartite graph.

In another aspect, a method includes determining, using at least one processor, that a first node in a first set of nodes in the bipartite graph is linked to a second node in a second set of nodes in the bipartite graph, determining, using the at least one processor, that a third node in the first set of nodes is linked to the second node in the bipartite graph, and generating, in a subgraph, a link between the first node and the third node, the link having a weight determined by a similarity metric. The method also includes repeating the determining and generating for other nodes in the first set of nodes, so that the subgraph includes nodes in the first set linked to each other and storing the subgraph in a memory.

These and other aspects can include one or more of the following features. For example, the method may also include receiving a query identifying a particular node in the first set, calculating a similarity ranking for respective nodes in the subgraph linked to the particular node, the similarity ranking being based on the weight of the link between the particular node and the respective node, and providing the similarity rankings as a response to the query.

As another example, the second node may be assigned to a first category of a plurality of categories, the subgraph being a first subgraph and including nodes in the first set linked to nodes in the second set that are assigned to the first category, and the method may include determining that the first node is linked to a fourth node in the second set of nodes in the bipartite graph, the fourth node being assigned to a second category of the plurality of categories, determining that a fifth node in the first set of nodes is linked to the fourth node in the bipartite graph, and generating, in a second subgraph, a link between the first node and the fifth node, the link having a weight determined by the similarity metric. The method may further include repeating the determining and generating so that each category in the plurality of categories has an associated subgraph and storing the associated subgraphs in the memory. In such implementations, the method may also include receiving a query identifying a particular node in the first set and at least the first category and the second category, calculating a similarity ranking for each node in the first subgraph and in the second subgraph that is connected to the particular node by aggregating the subgraph associated with the first category with the subgraph associated with the second category on the particular node, the aggregation being based on the similarity metric, and providing the similarity rankings as a response to the query.

In another aspect, a method includes storing a bipartite graph comprising a first set of nodes and a second set of nodes, the first set and the second set being disjoint sets and, prior to receiving a query, generating subgraphs of the bipartite graph comprising nodes of the first set such that a similarity function computed on the bipartite graph would have the same result as a similarity function computed on the subgraphs. The method may also include receiving the query, which identifies a particular node from the first set of nodes, aggregating two or more of the subgraphs to determine other first nodes most similar to the particular first node, and using one or more of the other first nodes for responding to the query.

These and other aspects can include one or more of the following. For example, the bipartite graph may be distributed among multiple computing devices. In another example, each of the subgraphs may include weighted edges, the weight of the edge being based on a similarity metric corresponding to the similarity function. In such implementations, aggregating the two or more subgraphs generates a similarity ranking for each of the other nodes and the method may also include sorting the other nodes by descending similarity ranking and providing a quantity of other nodes in sorted order as the response. In some implementations, the subgraphs include edges between pairs of nodes in the first set that have a common neighbor node from the second set. In some implementations, the similarity metric may be a neighbor intersection metric, a Jaccard coefficient metric, an Adamic-Adar metric, a Katz metric, or a Personal PageRank metric.

As another example, generating the subgraphs can include partitioning the nodes in the second set into a set of disjoint categories and generating a subgraph for each of the disjoint categories, so that for a particular category in the set of the disjoint categories, edges in the subgraph for the particular category are based on edges between pairs of nodes in the first set that have a common neighbor node from the second set, the common neighbor node being partitioned into the particular category. In such an implementation, the query may identify at least two categories from the disjoint categories, and aggregating the two or more subgraphs includes aggregating subgraphs that correspond to the at least two categories.

Various implementations can include implementation in one or more computer programs that are executable and/or interpretable on a programmable system including at least one programmable processor, which may be special or general purpose, coupled to receive data and instructions from, and to transmit data and instructions to, a storage system, at least one input device, and at least one output device.

These computer programs (also known as programs, software, software applications or code) include machine instructions for a programmable processor, and can be implemented in a high-level procedural and/or object-oriented programming language, and/or in assembly/machine language. As used herein, the terms “machine-readable medium” “computer-readable medium” refers to any non-transitory computer program product, apparatus and/or device (e.g., magnetic discs, optical disks, memory (including Read Access Memory), Programmable Logic Devices (PLDs)) used to provide machine instructions and/or data to a programmable processor.

The systems and techniques described here can be implemented in a computing system that includes a back end component (e.g., as a data server), or that includes a middleware component (e.g., an application server), or that includes a front end component (e.g., a client computer having a graphical user interface or a Web browser through which a user can interact with an implementation of the systems and
techniques described here), or any combination of such back end, middleware, or front end components. The components of the system can be interconnected by any form or medium of digital data communication (e.g., a communication network). Examples of communication networks include a local area network ("LAN"), a wide area network ("WAN"), and the Internet.

[0083] The computing system can include clients and servers. A client and server are generally remote from each other and typically interact through a communication network. The relationship of client and server arises by virtue of computer programs running on the respective computers and having a client-server relationship to each other.

[0084] A number of implementations have been described. Nevertheless, various modifications may be made without departing from the spirit and scope of the invention. In addition, the logic flows depicted in the figures do not require the particular order shown, or sequential order, to achieve desirable results. In addition, other steps may be provided, or steps may be eliminated, from the described flows, and other components may be added to, or removed from, the described systems. Accordingly, other implementations are within the scope of the following claims.

What is claimed is:

1. A computer system comprising:
   a. at least one processor; and
   b. memory storing:
      a bipartite graph having a first set of nodes and a second set of nodes, nodes in the first set being connected to nodes in the second set by edges, and
   c. instructions that, when executed by the at least one processor, cause the system to:
      assign each node in the second set to one of a plurality of categories, for each of the plurality of categories:
      generate a subgraph, the subgraph comprised of a subset of nodes in the first set and edges linking the nodes in the subset, where the nodes in the subset are selected based on connection to a node in the second set that is assigned to the category, and
      store the subgraph in the memory.

2. The system of claim 1, wherein the edges in the subgraphs between the nodes in the subset are weighted, the weights being based on a similarity metric.

3. The system of claim 2, wherein the memory further stores instructions that, when executed by the at least one processor, cause the system to:
   receive a query including a particular node in the first set of nodes and a first category of the plurality of categories and a second category of the plurality of categories;
   calculate similarity rankings for at least some nodes in the first set other than the particular node by applying an aggregation function to the subgraph for the first category and the subgraph for the second category, the aggregation function being based on the similarity metric; and
   provide the similarity rankings in response to the query.

4. The system of claim 3, wherein calculating the similarity ranking for a certain node in the first set other than the particular node includes:
   determining that the particular node is linked to the certain node in the subgraph for the first category by a first edge having a first weight;
   determining that the particular node is linked to the certain node in the subgraph for the second category by a second edge having a second weight; and
   combining the first weight and the second weight according to the aggregation function to calculate the similarity ranking for the certain node.

5. The system of claim 4, wherein the first weight and the second weight each represent a quantity of common neighbors in the bipartite graph between the particular node and the certain node and combining the first weight and the second weight is achieved by adding the first weight and the second weight.

6. The system of claim 4, wherein the similarity metric is a Jaccard coefficient and the first weight and the second weight include:
   a first component representing a quantity of common neighbors in the bipartite graph between the particular node and the certain node, and
   a second component representing a quantity of neighbors in a union of a neighborhood of the particular node and the certain node; and
   combining the first weight and the second weight includes dividing a sum of the first components by a sum of the second components.

7. The system of claim 4, wherein the similarity metric is an Adamic-Adar similarity and the first weight and the second weight represents a sum of, for each common neighbor of the particular node and the certain node in the bipartite graph, an inverse of a logarithm of a quantity of edges connecting the common neighbor, and combining the first weight with the second weight includes adding the first weight to the second weight.

8. The system of claim 4, wherein the bipartite graph is a weighted bipartite graph and the similarity metric is Personalized PageRank and the first weight represents an ordinary random walk transition probability from the particular node to the certain node in the weighted bipartite graph.

9. The system of claim 1, wherein an edge linking a first node in the subset and a second node in the subset indicates the first node and the second node each connect to a particular node in the second set in the bipartite graph.

10. A method comprising:
   determining, using at least one processor, that a first node in a first set of nodes in a bipartite graph is linked to a second node in a second set of nodes in the bipartite graph;
   determining, using the at least one processor, that a third node in the first set of nodes is linked to the second node in the bipartite graph;
   generating, in a subgraph, a link between the first node and the third node, the link having a weight determined by a similarity metric;
   repeating the determining and generating for other nodes in the first set of nodes, so that the subgraph includes nodes in the first set linked to each other; and
   storing the subgraph in a memory.

11. The method of claim 10, further comprising:
   receiving a query identifying a particular node in the first set;
   calculating a similarity ranking for respective nodes in the subgraph linked to the particular node, the similarity ranking being based on the weight of the link between the particular node and the respective node; and
   providing the similarity rankings as a response to the query.
12. The method of claim 10, the second node being assigned to a first category of a plurality of categories, the subgraph being a first subgraph and including nodes in the first set linked to nodes in the second set that are assigned to the first category, and the method further comprising: determining that the first node is linked to a fourth node in the second set of nodes in the bipartite graph, the fourth node being assigned to a second category of the plurality of categories; determining that a fifth node in the first set of nodes is linked to the fourth node in the bipartite graph; generating, in a second subgraph, a link between the first node and the fifth node, the link having a weight determined by the similarity metric; repeating the determining and generating so that each category in the plurality of categories has an associated subgraph; and storing the associated subgraphs in the memory.

13. The method of claim 12, further comprising: receiving a query identifying a particular node in the first set and at least the first category and the second category; calculating a similarity ranking for each node in the first subgraph and in the second subgraph that is connected to the particular node by aggregating the subgraph associated with the first category with the subgraph associated with the second category on the particular node, the aggregation being based on the similarity metric; and providing the similarity rankings as a response to the query.

14. A method comprising: storing a bipartite graph comprising a first set of nodes and a second set of nodes, the first set and the second set being disjoint sets; prior to receiving a query, generating subgraphs of the bipartite graph comprising nodes of the first set such that a similarity function computed on the bipartite graph would have the same result as a similarity function computed on the subgraphs; receiving the query, which identifies a particular node from the first set of nodes; aggregating two or more of the subgraphs to determine other first nodes most similar to the particular first node; and using one or more of the other first nodes for responding to the query.

15. The method of claim 14, wherein the bipartite graph is distributed among multiple computing devices.

16. The method of claim 14, wherein each of the subgraphs include weighted edges, a weight of an edge being based on a similarity metric corresponding to the similarity function.

17. The method of claim 16, wherein aggregating the two or more subgraphs generates a similarity ranking for each of the other nodes and the method further includes: sorting the other nodes by descending similarity ranking; and providing a quantity of other nodes in sorted order as the response.

18. The method of claim 16, wherein the subgraphs include edges between pairs of nodes in the first set that have a common neighbor node from the second set.

19. The method of claim 16, wherein the similarity metric is a neighbor intersection metric, a Jaccard coefficient metric, an Adamic-Adar metric, a Katz metric, or a Personal PageRank metric.

20. The method of claim 14, wherein generating the subgraphs includes: partitioning the nodes in the second set into a set of disjoint categories; and generating a subgraph for each of the disjoint categories, so that for a particular category in the set of the disjoint categories, edges in a subgraph for the particular category are based on edges between pairs of nodes in the first set that have a common neighbor node from the second set, the common neighbor node being partitioned into the particular category.

21. The method of claim 20, wherein the query also identifies at least two categories from the disjoint categories, and aggregating the two or more subgraphs includes aggregating subgraphs that correspond to the at least two categories.